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A distinctive function of statistics is this: it enables the scientist to make
a numerical evaluation of the uncertainty of his conclusion.

—George Snedecor
In theory there is no difference between theory and practice. In practice

there is.
—Yogi Berra

Evidence-based veterinary medicine relies critically on the scientific validity of
research. A component of validity is the statistical design and subsequent analysis
of data collected during the study. Correct statistical design reduces bias and im-
proves generalizability, and correct analysis leads to appropriate inferences. Infer-
ence is the art and science of making correct decisions based on data. Because
veterinarians are responsible for the medical care of their patents, it is also their
responsibility to understand inferences about treatments presented in papers.

It is generally difficult to know if a statistical test is really the correct one for
data presented in a paper. This is because space restrictions on scientific papers
preclude detailed descriptions of the data and verification of test or model
assumptions.

Wrong inferences can sometimes be identified, because the structure of the
data is inconsistent with the test or the wrong conclusions are drawn from a sta-
tistical test. Common errors include treating correlated data as independent,
treating discrete data as continuous, and misinterpreting what a statistical test
is actually testing.

Research papers of general interest to clinical veterinarians are ones that
investigate the effects of treatments on groups of subjects. When you read a
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paper, the first question to ask is how the groups are different. Most researchers
and readers assume that a statistical test is comparing group means, but statistical
tests can compare many different statistics and there are many parameters that
could be different among groups. If the data are skewed, the median may be
the parameter of interest, and it may sometimes be important to know if the var-
iation is different among groups. Also, the groups may or may not be statistically
significant but may be clinically significant. Although clinical significance is often
subjective, some have made an attempt to make it more objective [1].

This article is designed to assist veterinarians with the interpretation and
understanding of statistics presented in papers.

QUESTIONS
1. What is the difference between a sample average and a population mean?

The population mean is a fixed but unknown quantity that is estimated by
the sample average. Interest is in the population mean rather than in
the sample average because it represents the central value for all sub-
jects. The sample average is the average of the data for a particular sam-
ple and would change for a different sample. When two treatment
groups are being compared, the sample averages of the groups are al-
most always different even though the population means of the two
groups could be the same. That is because sampling variability influences
the data.

2. What is a P value?
A P value is a number between 0 and 1 that is used to quantify the authenticity

of a statistical study hypothesis. Experiments or clinical studies use samples
from populations of subjects to evaluate study group differences. Although
the sample may be representative of the larger population, large variability
in the population may weaken inferences obtained from samples. In other
words, one cannot be sure if the differences seen among study groups are
attributable to the experimental effects or to the variability naturally seen in
the population. P values measure the strength of the inference. A small P
value (traditionally less than .05) indicates that the result is real and not il-
lusory [1]. Large P values indicate that the study result may have occurred
because of the sampling variability rather than the effect of different study
groups.

When a P value is less than a set value (usually .05 but sometimes .1 or
.01), it is called statistically significant, which means that the researcher
believes the results of the study are real. That does not mean that study
results have an impact on animal health in a meaningful way, however.
Although the study result may be real, it may not have a large clinical ef-
fect, that is, not be clinically useful. Jacobsen and Truax [1] have investi-
gated quantitative ways of defining clinical significance, and the concept
is to compare the effect of treatment relative to the distributions of the dis-
eased and nondiseased populations.

3. Why is a P value less than .05 considered statistically significant?
Most veterinary research articles use .05 as a cutoff for ‘‘statistical signifi-

cance’’ (see question 2). R.A. Fisher wrote, ‘‘We shall not often be astray
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if we draw a conventional line at 0.05’’ [2]. P values are a continuum
between 0 and 1 representing the strength of the statistical hypothesis.
The cutoff of .05 is arbitrary, and there is not much difference in proba-
bility between .045 and .055. As a reader of researcher papers, it is
important to realize that P values that are close to each other represent
essentially the same evidentiary value. Drawing a firm line at an arbitrary
cutoff may discard some promising therapies unnecessarily.

4. What is a t test?
T tests, also called the Student’s t-test (named after the pen name of the per-

son who developed the test), are used when there are two groups of in-
dependent study subjects and the data are continuous (eg, body weight)
rather than discrete (eg, lameness score).

The objective of using a t test is to compare the means of two populations of
subjects. It is never possible to measure every subject in a population, for
example, to weigh all Labrador Retrievers; thus, populations are
sampled to provide fewer but representative members, and the t test is
used to infer the results from the sample of the study to the entire
population. Typically, the population is sampled and divided into two
treatment groups. For example, 40 hunting Labrador Retrievers may
be sampled from regional kennel clubs and divided into two groups,
with one group receiving a nutritional supplement and the other a pla-
cebo. The outcome variable may be the change in weight after several
months during hunting season.

A t test returns a P value (see questions 2 and 3); if the P value is small, there
is a difference among the group means that is greater than that attribut-
able to chance.

Sometimes researchers use t tests for scale data (eg, body condition score).
The old rule of thumb is that if the scale data have five levels, t tests can be
used to compare the equality of the means of independent groups. This
works when the sample size is reasonably large and the outcomes are
distributed over the range of the scale.

A better test for two groups of scale data is the v2 test [3]. It does not
compare group means, however, but rather the distribution of scale
values between the groups; therefore, the interpretation of a small P value
resulting from a v2 test would be different. If could even be the case that
the sample averages of two groups of scale data are the same but that
the v2 tests reports a P value less than .05, indicating group differences.

5. What is ANOVA?
ANOVA is the acronym for analysis of variance, which is a method of com-

paring population means of independent groups of independent sub-
jects. For example, dogs are randomly assigned to three surgical
groups for repair of rupture of the cranial cruciate ligament, and the out-
come measure is peak vertical force (PVF; the maximum force applied to
the ground during stance phase on the lame leg) at 6 months after sur-
gery. ANOVA would be used to compare the group means. If the asso-
ciated P value is small, at least one group mean is statistically different
from the others. A limitation of ANOVA is that it does not tell you which
means are different from the others. Therefore, ANOVA is usually fol-
lowed by post hoc tests, a series of pairwise t tests that describe exactly
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which groups are different from the others. There is danger of type I error
inflation in doing pairwise tests, which is described in following sections.

6. The fallacy of normal data distributions for t tests and ANOVA
There are several assumptions underlying t tests and ANOVA. The one that

most people remember is the assumption of normality; that is, the data
need normal distributions within groups. Normality of data is not as
much of a problem as it is often perceived to be because it is the test
statistic that must have the correct distribution (eg, Student’s t distribu-
tion). If the sample size is large, statistical theories of large numbers
‘‘take over’’ and normality of data is not much of a problem. When
the data are clearly not normally distributed, other statistical methods
are available. Examples include Wilcoxon tests and nonparametric
ANOVA.

Note that there are other assumptions underlying t tests and ANOVA that
are more important than normality, for example, independence of obser-
vations and equal variances across groups.

7. What is type I error?
There is a formal statistical definition, but it is essentially concluding that a re-

sult is statistically significant when the truth is otherwise. This error is con-
sidered serious because it is anticonservative; the researcher states that
the results are statistically significant (ie, ‘‘real’’) when they are not.
Type I error may occur from an artifact with the data; however, it occurs
more often when several independent groups are analyzed in pairwise
fashion, each at a .05 significance, without using a type I error correc-
tion method, such as the Bonferroni correction.

There are two classic examples of ‘‘inflating the type I error rate’’ to greater
than .05. First, a researcher has several independent groups of subjects
and analyzes each pair of groups separately using the .05 cutoff, con-
cluding that a pair of groups is statistically different if their associated
P value is less than .05. The second example is comparing repeated mea-
sures at each time point; that is, two groups (or more) of subjects are
followed over time, and statistical tests to compare groups are performed
at each time point, ignoring the other time points. This is a standard ap-
proach but generally not the best one. The problem is that the repeated t
tests are related (over time); however, that relation is unknown, and the
P values cannot be adjusted accurately. It is also often awkward to
have P values that are intermittently greater than and less than .05
when the data show a clear pattern that does not seem to agree with
the P values.

A common method of avoiding the series of repeated tests is to use repeated
measures ANOVA, which returns a single P value, and thus is not subject
to type I error inflation.

8. What is the Bonferroni correction?
Researchers want the type I error (see question 5) for a study to be less than

.05. This means that the chance of falsely reporting a positive result is
less than 5% over the entire study. Statisticians call this the ‘‘family-
wise’’ error rate. If more than one statistical test is performed, however,
the chance of making a type I error increases over the study. For exam-
ple, suppose that a study has four groups, and they are analyzed in
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a series of six pairwise t tests. The chance of making a type I error is then
inflated to 26%.

The Bonferroni correction is a method of selecting a new cutoff, instead of
.05, that reduces the study-wise type I error rate. It is defined as the old P
value cutoff (usually .05) divided by the number of statistical tests. For
four groups, the number of statistical tests would be six; thus, the new cut-
off for statistical significance is .05/6 ¼ .0083; that is, the pairs of group
means are not statistically different unless the P values are less than
.0083 rather than less than .05. The overall error rate is then controlled
at .05.

9. What is type II error?
Type II error is concluding that a result is not statistically significant when the

truth is otherwise. The result usually works against the researcher and is
relatively common in veterinary research. The reason why is that type II
error is intimately related to statistical power, which, in turn, is related
to sample size. Veterinary research is often hindered (relative to human
medical research) by lack of funding. This often limits the number of sub-
jects in the study. The authors tell researchers, ‘‘If you have to ask about
the number of subjects required for analysis, you can’t afford enough of
them.’’

10. What is power?
The power of a study is the probability of making the correct statistical infer-

ence, that is, the probability of correctly concluding that group means are
different when they are different. Power is linked to sample size, be-
cause, intuitively, the probability of making a correct inference is much
better with an extremely large sample size than with an extremely small
sample size. Large power is good, and studies are often designed to
have 80% power.

11. How does the reported sample size affect the study?
Sample size is a far more complicated feature of a study than most realize.

It affects the power of a study; in the context of differentiating group
means (eg, a t test, see question 4), you can always get statistical signif-
icance if the sample size is large enough and the population means are
not identical. It also affects the generalizability of the study: are the study
results generalizable to a larger population? Small sample sizes proba-
bly miss some of the variability present in a population, making it harder
to generalize the results.

The problems with simply using a large sample size are that subjects are
often expensive and hard to obtain and the resulting clinical significance
may be small. The intuition behind the effect of sample size is as follows.
Imagine you measure an outcome with large variability; that is, the
values are widespread in the sample. It would take a large sample
size to ‘‘pin down’’ the sample average to one that you are comfortable
believing. Conversely, the average of a sample of tightly clustered values
would be reliable with only a small sample. For example, you measure
the weights of all horses that enter the hospital horse barn for a month.
The range is quite large, because foals, miniature horses, saddle horses,
and adult draft horses are admitted. It would take a large sample size to
pin down the average monthly weight of horses. If you restricted the
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sample to Quarter Horses, however, fewer horses are needed, because
the range of weights is much smaller.

What sample size is too small? Not every study needs to be inferential, that
is, needs a P value. Descriptive studies provide information for future stud-
ies and can provide some insight for therapy. When P values are greater
than .05, it has become fashionable to use the data collected to calculate
post hoc power and then interpret the data in the context of low power.
Hoenig and Heisey [3,4] discuss some problems with interpreting post
hoc power. Also, distributional assumptions required by statistical tests
cannot be verified with small sample sizes, and using statistical methods
that are robust to departures from assumptions should be considered.

Researchers may report a prestudy sample size calculation. Be aware that
sample size calculations require assumptions about the expected differ-
ences and variability of data that the researchers have not yet collected.
This is often provides a ‘‘catch-22’’ [5] problem for researchers; if they
knew that kind of information, they would not need do the study. So, sam-
ple size calculation can be influenced by researcher bias.

In production animal studies, data are often collapsed over clusters (eg,
farms); in experiments, data are combined over replications that increase
the sample size. It is desirable for the researcher to comment on the influ-
ence of the clusters or repetitions on the inferences. Litters, pens, and farms
are all ways in which animals are naturally grouped and are examples of
cluster effects. Those effects induce a correlation structure on the data that
must be accounted for in analysis, because the effective sample size in-
duced by the correlated data is smaller than the actual sample size.

12. Why do papers report several sample sizes?
The abstract for a paper and the body of a paper may report different sam-

ple sizes. Abstracts are notoriously different from the actual body of the
paper. Usually, the abstract fails to describe subjects that drop out of the
study, and these constitute missing data. There are two issues with miss-
ing data: the mechanism by which they went missing and how to handle
the missing data in the analysis. If the data are missing completely at ran-
dom (eg, the technician in histopathology laboratory lost some slides),
the missing data can be ignored in the analysis without causing bias.
If the missing data are related to the outcome, however, the results of
the study could be biased. For example, suppose that some dogs do
not return for a final 6-month follow-up and gait assessment during an or-
thopedics study. It may be that these dogs are all doing so well that the
owners did not feel the need to return. By omitting those subjects, the
study is biased.

The analysis of missing data is rich with statistical methodology, but most of
it is sophisticated. Should observers be blinded when assessing objective
outcome measures?

13. What are the effects of historical controls on a study?
Using historical controls instead of concurrent controls significantly weakens

the impact of a study. That is because concurrent controls are subject to
the same ‘‘background’’ effects as the experimental subjects during
a study, thereby reducing bias. Controls measured last year may not
have the same technicians or equipment, for example, and the study is
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then ‘‘comparing apples with oranges.’’ Sometimes, for cost or ethical
reasons, historical controls are preferred. In such instances, every effort
should be made to justify why they are acceptable in terms of minimizing
bias; that is, why they had the same experimental conditions as subjects
in the current study.

14. Did the researchers appropriately randomize subjects to groups, and why is
that important?
Convenience or ad hoc group assignments are not randomization tech-

niques and can weaken the evidentiary value of a study. For example,
taking half the rats out of a box and assigning them to one group while
assigning the remaining half to another group is not randomization. The
problem is that easy-to-catch rats are in one group, and they may be
younger and smaller than fast rats. Age is a feature that may bias the
study. Randomization is a way to control bias in studies by keeping con-
founders balanced across groups of large sample size. For small groups,
blocking on known confounders can help to reduce the change of bias.

It is not always necessary or practical to do simple randomization, and al-
ternating treatments among livestock as they pass through a chute (se-
quential allocation) may be an acceptable method of assigning
subjects to groups. There are many other useful and acceptable varia-
tions on simple randomization that enable researchers to control variabil-
ity or ensure balance of confounders across groups.

A large enough sample size randomization should control for confounding
variables among groups. In companion animal veterinary medicine, it is
often the case that sample sizes are small. Randomization may not have
balanced confounders across groups, and it is important to compare the
distributions of variables among the groups on known confounders.
Sometimes, to ensure the balance of confounding variable among
groups, summary statistics of confounding variables are used to compare
groups. For example, sample averages may be used to verify that groups
are balanced on subject weight. Data summaries do not completely de-
scribe data distributions, however, and can miss important differences
among groups.

15. What inferences can be made with an experiment that does not have a com-
parison group?
Some studies omit control groups for comparisons and instead use compari-

sons with the subjects’ own baseline values. The idea is that if subjects im-
prove from baseline, the therapy must work. It could be the case that the
subjects are improving as a result of the natural course of the disease or be-
cause they are receiving adjuvant care better than they would normally
have (eg, more nutritious food at the hospital) in their home setting, how-
ever. Therefore, a comparison group is almost always required to show ef-
ficacy. The control group does not necessarily have to be negative controls,
however; it could be a standard-of-care therapy. For example, in an anal-
gesia study, it may not be ethical to give subjects placebo control; instead,
they would be administered the standard-protocol analgesia.

Subjects can be control and experimental subjects in crossover designs. The
subjects are dividend into groups, treated for a time, and, after a washout
period, switch treatment groups. This design is useful when subjects can
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quickly (usually within days) revert to their previous state after treatment is
withdrawn. Pain studies commonly use crossover designs.

16. What is standard deviation (SD) and standard error (SE)?
Both are measures of variation. The SD is roughly interpreted as the aver-

age distance of the subjects’ outcome values to the sample average.
Therefore, SD is a measure of sample variation, which is an estimate
of population variation. The SE is the variation of a statistic (eg, means,
medians). Consider the following hypothetical experiment. You ran-
domly sample 10 horses 50 times from a population (ie, 50 samples
with a sample size of 10), measure their body weight, and calculate
50 sample averages, 1 for each sample. The averages come from differ-
ent samples, so they would all be different; that is, the averages have
variation. The SD of the 50 averages is called the SE. It is never feasible
to sample a population 50 times; thus, there are formulae used to calcu-
late SE. Use the SD when you want to describe the variation of a sample,
and use the SE to describe the variation of a summary (eg, average) of
the population. Note that for averages, the SD and SE are intimately
linked: SE ¼ SD/sqrt(N), where N is the sample size and sqrt() is the
square root.

17. Some papers report medians instead of averages; what is the correct asso-
ciated measure of variation with these statistics?
When a sample has a symmetric distribution, the average and median are

the same. As the distribution of the sample becomes skewed, the average
follows the longer tail of the distribution. For example, a sample of 200
Quarter Horse weights would probably be fairly symmetric, and the av-
erage and median would be approximately the same. If the 50 largest
Quarter Horse weights are replaced with draft horse weights, the aver-
age would increase to reflect the influence of the weights but the median
would not, because half of the subjects are always smaller than the
median and half are larger (the definition of median). If the sample is
skewed, the median may be a more sensible statistic to report than the
median. It is difficult to calculate the SE of a median; thus, it is usually re-
ported with a range to indicate variation. For example, a result of horse
weights may look like 1005 (900, 1200), where 1005 is the median
and the numbers in parenthesis are the 5% and 95% percentiles or
a similar quantity.

18. How do I interpret plots: scatter plots, box plots, and histograms?
There are three common plots: scatter plots, box plots, and histograms. Plots

should not be used for inference but for data description. This is because
the arrangement of the axis and the choice of scale of the plot data can
affect the appearance of the plot.

Scatter plots are common to regression and correlation analysis. They are
a plot of two matched outcomes and appear as a cloud of points on
the graph. By ‘‘stretching’’ one of the axes, it is possible to correctly
plot but distort the appearance of the data.

Box plots are used to compare two or more groups of data visually by plot-
ting the median, quartiles, and ranges of the data. The important thing
here is that not all statistical software plots box plots in the same way.
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Histograms plot the distribution of the data by plotting a bar chart of the
data. To make the bars, the data must be arbitrarily grouped into sec-
tions. The size of the grouping (large or small) can dramatically affect
the interpretation of the histogram.

Sometimes, continuous data are categorized into discrete data, and tables
are used instead of plots. This is acceptable, but the cut points used to
discretize the data should be clearly described.

19. How do I interpret measures of agreement among observers (or diagnostic
tests, for example)?
There are many ways to compare two or more measurements on the same

subjects. If the data are continuous, the most common way is Pearson’s
correlation (r2), which measures the strength of linear association. The
drawback is that two observers can have a large correlation even though
one is consistently different (by a fixed quantity). For example, compar-
ing two ways of measuring weight, if one scale is always 10 lb more
than the other, the correlation is perfect. Concordance correlation is
a way of measuring correlation that directly measures agreement by
accounting for additive and multiplicative effects.

For scale data, the kappa statistic (j) is widely used to measure agreement
among raters. It is calculated by adjusting the percent agreement among
raters by the percent agreement that is possible by chance. The j ranges
from 0 to 1, and benchmarks can be found in several articles [6]; however,
they are different than those usually considered for Pearson’s correlation
coefficient.

20. What is regression?
Regression is a way of understanding one variable in the presence of another.

For example, the lameness in dogs can be assessed with the maximum
force applied (by the lame leg) to the ground during stance phase (PVF).
The velocity at which the dogs moved also affects PVF; the faster the
walk, the larger is the PVF. When PVF is measured, velocity is also
measured, and the two can be graphed with a scatter plot. Regression
analysis fits an optimal line (but could fit curves) to the cloud of points.
The line is the mean PVF for every value of velocity. The slope of the line
represents the effect of velocity on PVF. A large (negative or positive) slope
would suggest that PVF is strongly affected by velocity, and a slope near
zero suggests that there is no relation between PVF and velocity. The
P values associated with regression test the intercept and slope of the line
against zero. Small P values indicate that the coefficients are not statistically
different from zero.

Subtracting the line from every value of PVF provides the residuals, which
are PVF adjusted for velocity.

21. What are the assumptions for a statistical test?
Every statistical test and model have underlying assumptions that are required

for validity. Most basic textbooks (eg, [3]) list assumptions for statistical
tests, but most statistical software does not automatically verify assump-
tions. These assumptions should be verified during the data analysis
process, but it is not always possible to describe the verification process
in a paper.
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