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Quantitative method comparison studies are fundamental to clinical biochemistry.
The interpretation of quantitative method comparison studies relied heavily on
correlation and regression methods until Bland and Altman first described the
concept of absolute difference plots. Since then, many clinical biochemistry journals
advocate the use of difference plots; however, there is a lot of ignorance about the
validity as well as the pros and cons of the various difference plots. The most
important issue in quantitative method comparisons studies is to determine limits of
agreement that are valid across the whole range of values in the study so that
correct data interpretation and conclusions occur. This article discusses validity as
well as the pros and cons of difference plots and provides means to determine limits
of agreement that are valid across the whole range of values in method comparison
studies. Accordingly, correct data interpretation will be more likely and better
conclusions should be arrived as a result.
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Until the mid-1980s, the interpretation of quantitative
method comparison studies relied heavily on correla-
tion and regression methods. In 1986, Bland and Alt-
man ¢rst described in the medical literature the
concept of absolute di¡erence plots,1 having already
done so in a statistical journal in 1983.2 The mean and
absolute di¡erence between each pair of readings from
the two di¡erent methods is determined, and then all
the absolute di¡erences are plotted on the y-axis,
against their corresponding means on the x-axis
(Figure 1). Bland and Altman provided another means
of examining data obtained from quantitative method
comparison studies, and started the trend against
the sole use of correlation/regression methods. As
a result the absolute di¡erence plot is frequently
employed in quantitative method comparison studies,
especially as many journals advocate its use.3,4

However, there is a lot of ignorance about the validity
as well as the pros and cons of the absolute di¡erence
plot and, accordingly, many users appear to employ
the technique solely because it is expected by many
journals.

As health-care professionals treat individual pa-
tients, the real issue in method comparison studies is
not whether the two methods agree, but how well the
two methods agree from the point of individual speci-
mens.5 Correlation coe⁄cients assess the association

between the two methods and linear regression meth-
ods assess whether the points lie on a straight line.
While the line of equality, the regression line and other
data can be added to scatter (x versus y) plots to improve
such an assessment, such methods are not ideal, espe-
cially because of the poor resolution of such plots. The
major thrust put forward by Bland and Altman was
that the absolute di¡erence plot could be used to pro-
vide a way of comparing the agreement between two
methods and more importantly to determine whether
the degree of agreement is acceptable from a clinical
context. They proposed that the mean and standard
deviation (SD) can be calculated from the absolute
di¡erence between the methods. They quite correctly
pointed out that it is essential that the di¡erences
approximate to a Gaussian distribution (the t distribu-
tion when the sample number is small) before such
procedures are attempted (Figure 1a and b), and if this
is not the case, that the raw data be transformed such
that the di¡erences then assume a Gaussian distribu-
tion. Logarithmic transformation is often but not
always su⁄cient to meet this criterion. Unfortunately,
many authors inappropriately apply the di¡erence plot
technique5,6 and therefore do not determine limits of
agreement that are valid across the whole range of
values. As a result, incorrect data interpretation and
conclusions may arise.
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To overcome such problems, I suggest that the
following procedure is followed:

1. The absolute di¡erence plot data are plotted before
calculating the mean and the SD and the data are
visually inspected to see if they are ‘well-behaved’
as was originally intended.5 The latter includes a
uniform data distribution throughout the plot. In
the ¢rst instance, it is important to check for out-
liers -- data points ‘whose discordancy from the
majority of the sample is excessive in relation to
the assumed distributional model for the sample,
thereby leading to the suspicion that it is not
generated by this model’7 by applying Dixon’s
test (when the sample size is between 3 and 25)8

or similar.9 Gaussian data should be scattered at
random; any pattern to the data is unlikely to have
such a distribution including a funnel e¡ect
(increase in the degree of the di¡erences with
increasing mean values due to an increasing SD of

the di¡erences -- Figure 2a) and slopes in the data
(Figure 3a) that di¡er signi¢cantly from zero when
there is a calibration error.10 However, owing to the
usually smaller y scale relative to the x scale in
absolute di¡erence plots, the slope of such data is
often not sensitive.

2. The correlation coe⁄cient for the di¡erence plot
data should be determined -- it should approximate
to zero.

3. If the data passes these conditions, I then suggest
that the mean and 95% limits of agreement for the
di¡erences be added to the absolute di¡erence
plot and visually inspected to verify that the data
is symmetrical about the mean (by counting
the number of points above and below the mean,
between the mean71SD and between the
mean72SD) and that the 95% limits of agreement
are valid across the whole of the range of values.
The mean should be roughly equal to the median.

4. The number of points with values between the
mean71SD and between þ1SD and þ2SD/�1SD
and �2SD should each approximate 34% and
14%, respectively, as expected in a Gaussian distri-
bution.

Failure to adhere to these four points means that the
data are unlikely to have a Gaussian distribution. If the
data does not have a Gaussian distribution, the relative
di¡erence plot11 may be appropriate (Figure 3a and b)
and, if not, the rawdata must be transformed, for exam-
ple by log transformation, such that the di¡erences as-
sume a Gaussian distribution after the transformation
if the bene¢ts of the parametric statistics are to be rea-
lized. Such transformations allow extreme scores to be
kept in the data-set while maintaining the relative
ranking of scores, yet the error variance and skew pre-
sent in the variable(s) can be reduced.12 However, log-
transformation may not be appropriate for the model
being tested, or maya¡ect its interpretation in undesir-
able ways by altering the relationship with the original
variable, and the transformed data can be di⁄cult to
interpret.13,14 Furthermore, you must be very careful
transforming such data back to the original scale to
avoid substantial downward ‘transformation bias’.15

The next step is to examine the implications of the
mean and the SD from a clinical perspective.1,16 Unfor-
tunately, few authors do so6 or do so appropriately.5

However, this step is crucial to the usefulness of any
new test and is one of the key points that separate
clinical biochemistry from pure biochemistry. If no
systematic bias exists between the two methods, the
mean di¡erence should be approximately zero. The
further the mean is from zero, the more likely that a
systematic bias exists. By using the standard error of
the mean, the 95% con¢dence interval for the mean
can be calculated and if this interval does not include

Absolute difference plot

–0.4

–0.2

0

0.2

0.4

0 5 10 15 20

Mean (mmol/L)

A
b

so
lu

te
 d

if
fe

re
n

ce
 (

m
m

o
l/

L
)

(a)

Absolute difference plot

–0.4

–0.2

0

0.2

0.4

0 5 10 15 20

A
b

so
lu

te
 d

if
fe

re
n

ce
 (

m
m

o
l/

L
)

Mean (mmol/L)

(b)

Figure 1 (a) Absolute difference plot with the mean degree of
spread around the central tendency being independent of the
mean concentration. The slope, r, mean difference, SD, SEM
and median difference for the difference plot data are 0.002,
0.043, 0.000, 0.1927, 0.0358 and 0.000 mmol/L, respectively.
(b) Absolute difference plot as per (a) with the 95% limits of
agreement, using the Gaussian distribution; the t-distribution
would result in slightly wider 95% limits of agreement

Ann Clin Biochem 2006; 43: 124–129

How to use difference plots properly 125



zero, then there is a statistically signi¢cant degree of
systematic bias between the two methods. However,
the 95% con¢dence interval for the mean can and
should also be compared with acceptable clinical limits
for systematic bias for the analyte in question to see if
the di¡erence is clinically acceptable or not. With
regards to the SD, the important point to note is that it
can be used as a comparative tool, as was originally
intended by Bland and Altman.1 As the data has
a Gaussian distribution, one can reasonably expect
approximately 95% of the di¡erences between the two
methods to lay between the mean71.96SDs. These
limits of agreement can be employed to decide whether
the agreement for the individual data from the two
methods is clinically acceptable: that is, does this
interval represent acceptable agreement or not from a
clinical point of view? However, manyof those carrying
out method comparative studies do not put the 95%
limits of agreement into a clinical context. There may
actually be no signi¢cant bias between the two meth-
ods, but the di¡erence between the 95% limits of agree-

ment may be so large from a clinical perspective that
the two methods do not clinically agree. For example,
imagine two glucose methods that have the relation-
ship y¼ x and a 95% limit of agreement of 1mmol/L;
there is agreement about the central tendency for the
data, but a specimenwith a value of 6.3mmol/L from a
fasting patient by one method could be consistent with
euglycaemia, impaired fasting glycaemia or diabetes
mellitus when analysed by the alternative method.
Such a di¡erence is clinically unacceptable and thus
there is poor agreement between the methods despite
minimal proportional and constant bias. Stoº ckl et al.

17

have logically added to the concept of the 95% limits of
agreement by utilizing the £exibility of the Gaussian/
t-distribution to add con¢dence intervals to the limits
of agreement. Thus, the signi¢cance of the di¡erences
found when using small samples can be appreciated.
If the di¡erence is clinically but not statistically
signi¢cant, a decision can be made to analyse more
specimens if deemed appropriate; however, it is best to
assess the power of the study (that is, the minimum
sample size that should be used) prior to analysis.18

If the data cannot be made to assume a Gaussian dis-
tribution, then non-parametric statistical methods can
potentially be employed to evaluate the spread of the
individual di¡erences from a clinical point of view
as per the parametric equivalents. Non-parametric
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Figure 2 (a) Absolute difference plot with a ‘funnel’ effect
(that is, the spread around the central tendency increases with
increasing mean concentration). Horizontal 95% limits of
agreement are not valid across the whole ranges of values,
whereas funnel-shaped limits of agreement would be. The
slope, r, mean difference, SD, SEM and median difference for
the difference plot data are 0.004, 0.051, 0.023, 0.3631,
0.0581 and 0.000 mmol/L, respectively. (b) Relative difference
plot for the data in (a) with 95% limits of agreement calculated
using the Gaussian distribution; the t-distribution would result in
slightly wider 95% limits of agreement. The slope, r, mean
difference, SD, SEM and median difference for the difference
plot data are 0.070, 0.113, 0.051, 3.1456, 0.5037 and
0.000 mmol/L, respectively. (c) Log difference plot for the data
in (a) with 95% limits of agreement calculated using the
Gaussian distribution. The slope, r, mean difference, SD, SEM
and median difference for the difference plot data are 0.007,
0.146, 0.000 log (mmol/L), 0.0137 log (mmol/L), 0.0022 log
(mmol/L) and 0.000 log (mmol/L), respectively. Examination of
(b) and (c) shows that all the points are within 72SDs of the
mean – closer examination shows that 55% of the points fall
within 71SD of the mean, and thus the data are not perfectly
Gaussian in nature, producing an SD value that is too large for
the data. Such data can occur due to a pathological process
when a small group of specimens have the same mean but a
larger SD than that of the majority of specimens
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methods are distribution-free estimators and are based
on the order statistics from the sample. Therefore, the
median can be employed instead of the mean, and the
2.5th and 97.5th percentiles can be employed instead of
the 71.96SD limits if and only if they can be reliably
derived and are valid across the whole range of values.
Such conditions may be di⁄cult to meet for some data-
sets (for example, Figures 2a and 3a) but may be easier
for other data-sets (for example, Figure 2b and c) the
non-parametrically derived 95% limits of agreement
are demonstrated in Figure 4a and b. It must be noted
that there is no generally accepted formula to estimate

percentiles apart from the median, and as a result the
statistical software package SASs has a choice of ¢ve
di¡erent versions to calculate percentiles non-parame-
trically.19 Non-parametric statistics are equally valid
but are ine⁄cient compared with parametric statistics
and as a result require more data points than para-
metric statistics: a minimum of 39 data points for a
95% limit of agreement and a minimum of 120 data
points to derive the 90% con¢dence intervals for such
limits of agreement. However, valid non-parametric
data are more valid than invalid parametric data
(compare Figure 2b with Figure 3a, and Figure 2c
with Figure 3b). The most important issue is not how
the data are derived (parametric or non-parametric
methods) but that the derived limits of agreement are
valid across the whole range of values investigated.
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Figure 3 (a) Absolute difference plot with a slope in the data
that differs significantly from zero. The slope, r, mean
difference, SD and median difference for the difference plot
data are 0.052, 0.974, 0.5456, 0.2262 and 0.60 mmol/L,
respectively. Horizontal 95% limits of agreement are not valid
across the whole ranges of values, whereas funnel-shaped
limits of agreement would be. Note that the median difference
and the mean difference are in relative agreement despite the
fact that horizontal limits of agreement are not valid. (b)
Relative difference plot for the data from (a) with total error
criteria of þ 2.5% and �2.5% plotted. The slope, r, mean
difference, SD, SEM and median difference for the difference
plot data are 0.004, 0.039, 5.258, 0.453, 0.097 and 5.31%,
respectively. All of the data points fall outside the total error
criteria and accordingly, the difference between the two
methods is significant

Non-parametric relative difference plot
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Figure 4 (a) Relative difference plot for the data in Figure 2a
with non-parametrically derived 95% limits of agreement, using
MS Excels22 (median, 2.5th percentile and 97.5th percentile
being 0.0000, �4.878 and 4.575%, respectively). (b)
Logarithmic difference plot for the data in Figure 2a with
non-parametrically derived 95% limits of agreement, using MS
Excels21 (median, 2.5th percentile and 97.5th percentile being
0.0000 log (mmol/L), �0.0212 log (mmol/L) and 0.0199 log
(mmol/L), respectively). Compared with Figures 2(b) and (c)
respectively, the non-parametrically derived 95% limits of
agreement are visually more appropriate and thus are more
representative of the data; furthermore, the relative difference
plot is easier to interpret
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Various methods exist for the determination of qual-
ity speci¢cations for analytical methods, including
those based on speci¢c clinical decision-making,
biological variation, professional recommendations
and regulatory authorities such as Clinical Laboratory
Improvement Amendments (CLIA).20 The clinical per-
spective has the highest hierarchy and is independent
of statistics. If a method comparison study is to be
objective, such criteria should be set before analysis.
Irrespective of how the total error is determined, it
can be directly employed in di¡erence plots (Figure
3b). The 95% limits of agreement (with their respective
con¢dence intervals) as determined above should be
within such total error limits for the di¡erences be-
tween the methods to be acceptable. Such total error
limits may be displayed on di¡erence plots.

Individual di¡erence plots have their own advan-
tages and disadvantages. The absolute di¡erence plot
is ideal when there is minimal proportional error be-
tween the methods but there is a constant error, while
the relative di¡erence plot is ideal when there is a pro-
portional error between the two methods but a mini-
mal constant error. The relative di¡erence plot has
been derived from the absolute di¡erence plot and
accordingly similar rules apply -- the data must exhibit
a Gaussian distribution before the mean and SD can be
calculated. Once this is the case, similar procedures to
those employed with the absolute di¡erence plot can be
applied. Another reason for using the relative di¡er-
ence plot is because the total error criteria are often
expressed in relative terms. If the relationship between
the two methods exhibits a signi¢cant degree of
proportional and constant error between the methods,
then it may be best to transform the data to a Gaussian
distribution before attempting to use parametric statis-
tics.When the data is transformed to such a distribu-
tion, it is worth noting that although parametric
statistical methods can be employed, most people do
not understand what the data means because it has
been transformed. However, the resulting mean and
con¢dence intervals can be transformed back to aid
data interpretation. Another in£uence on the choice
of plot is the concentration range of the x-axis -- the ab-
solute plot tends to be favoured for a small data range,
the percentage plot for a medium range and the
logarithmic plot for a large range.Why else should you
employdi¡erence plots in quantitative method compar-
ison studies? Compared with the scatter (x on y) plot,
the correct di¡erence plot has better resolution be-
cause of freely scalable y-axes, such that the data at cri-
tical clinical cut-o¡s can be examined in more detail.
Similarly, the in£uence of subgroups can be easier to
see by the use of subgroup-speci¢c symbols for the data
points. Another bene¢t of the better resolution is the
increased detection of outliers.The detection of outliers
is important for several reasons. Firstly, theyallow us to

determine more detailed di¡erences between methods,
for example possible interferences due to sample hand-
ling, lipaemia, drugs, disease and so forth. Secondly, if
inappropriately included in the method comparison
study they may a¡ect the data interpretation.

If no signi¢cant systematic bias exists between the
two methods but the di¡erence exceeds clinical
requirements, the precision of both methods at several
di¡erent levels should be evaluated as the agreement
between the methods will be reduced if one or both
of the methods have poor precision.21 Di¡erences
between di¡erent patient populations may also be con-
tributing to the large limit of agreement and, accord-
ingly, e¡ects due to di¡erent subgroups should be
investigated as described previously.

One ¢nal issue is the determination of the value for
the x-axis in di¡erence plots. This is dependent on the
hierarchy of the methods examined. If one method is a
reference method or gold standard, by de¢nition no
other method can have a higher hierarchy, and thus
the values that this method produces are employed on
the x-axis. This would be the case where a laboratory is
comparing its cholesterol method to the Centres
for Disease Control and Prevention (CDC) reference
laboratory using the Liebermann--Burchard method.
However, this rarely occurs in most method compari-
son studies. If the laboratory is comparing its routine
cholesterol method to another routine cholesterol
method, then these two methods have the same hierar-
chy. In such a situation, the correct answer is not
known and thus the mean of the two values deter-
mined for each specimen is employed on the x-axis.
Such a practice prevents regression towards the mean.
Another scenario could be the evaluation of a point-of-
care HbA1c analyser in a clinic; in such scenarios
values are often con¢rmed by the routine laboratory
method if there is a perceived discrepancy between the
result and the clinical impression and thus the routine
laboratory method may be deemed to have a higher
hierarchy.

Di¡erence plots are very useful and powerful tools
but, as with all such tools, they need to be used appro-
priately. They are very £exible and can be used to eval-
uate total error criteria: absolute total errors can best
be examined using absolute di¡erence plots and rela-
tive total errors by using relative di¡erence plots.
Should di¡erence plots be employed appropriately, they
will greatly enhance method comparison studies and
in particular will help put the results into a clinical
context, which is the main goal of such studies.
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